**Naïve Strategies**:

Explore only:

Spend entire time exploring, visit a random point each time, equal split over all points

Exploit only:

Visit each point once and then the best one you keep going to for the rest of the time

E-Greedy:

Set E value, something like 10%. So, there is a 90% chance that we’re going to the point that has historically given us the best score so far and a 10% chance to visit a random point.

**Upper Confidence Bound (UCB)**:

Works off E-Greedy method.

The strategy is that:

At each time T, pick point R, such that

mean of R + √ 2 \* current time T / number of times visited R
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